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Latent Variable Modeling

Definition:
Latent Variables are unobservable
phenomena like
• creativity, (Jauk et al., 2014)

• social anxiety, depression, (Prenoveau et al., 2011)

• psychopathic personality, (Drislane & Patrick, 2017)

• self-leadership. (Furtner et al., 2015)

measured as theoretical constructs
through research tools like a
questionnaire in a survey.

→ Estimation in the form of latent
variable scores.

Example:
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Causality in Latent Variable Models
Causal relationships expressed in the form of deterministic,
structural relationships (Bollen, 1989; Pearl, 2009):

Yi = fi(ξi , ζ i) ∀ i = 1, . . . ,m. (1)

Randomness only because of unmodeled covariates ζ i .

Why is causality in latent variable models important?
Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)

Conditions for causality ⇒ conditions for validity of LV scores:
• Isolation:

• Impossible to attain → pseudo-isolation:
Cov(ξi , ζ i) = 0 ∀ i = 1, . . . ,m.

• Association
• Direction of Influence

3 / 10



Causality in Latent Variable Models
Causal relationships expressed in the form of deterministic,
structural relationships (Bollen, 1989; Pearl, 2009):

Yi = fi(ξi , ζ i) ∀ i = 1, . . . ,m. (1)

Randomness only because of unmodeled covariates ζ i .

Why is causality in latent variable models important?
Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)

Conditions for causality ⇒ conditions for validity of LV scores:
• Isolation:

• Impossible to attain → pseudo-isolation:
Cov(ξi , ζ i) = 0 ∀ i = 1, . . . ,m.

• Association
• Direction of Influence

3 / 10



Causality in Latent Variable Models
Causal relationships expressed in the form of deterministic,
structural relationships (Bollen, 1989; Pearl, 2009):

Yi = fi(ξi , ζ i) ∀ i = 1, . . . ,m. (1)

Randomness only because of unmodeled covariates ζ i .

Why is causality in latent variable models important?
Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)

Conditions for causality ⇒ conditions for validity of LV scores:
• Isolation:

• Impossible to attain → pseudo-isolation:
Cov(ξi , ζ i) = 0 ∀ i = 1, . . . ,m.

• Association
• Direction of Influence

3 / 10



Causality in Latent Variable Models
Causal relationships expressed in the form of deterministic,
structural relationships (Bollen, 1989; Pearl, 2009):

Yi = fi(ξi , ζ i) ∀ i = 1, . . . ,m. (1)

Randomness only because of unmodeled covariates ζ i .

Why is causality in latent variable models important?
Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)

Conditions for causality ⇒ conditions for validity of LV scores:

• Isolation:
• Impossible to attain → pseudo-isolation:

Cov(ξi , ζ i) = 0 ∀ i = 1, . . . ,m.
• Association
• Direction of Influence

3 / 10



Causality in Latent Variable Models
Causal relationships expressed in the form of deterministic,
structural relationships (Bollen, 1989; Pearl, 2009):

Yi = fi(ξi , ζ i) ∀ i = 1, . . . ,m. (1)

Randomness only because of unmodeled covariates ζ i .

Why is causality in latent variable models important?
Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)

Conditions for causality ⇒ conditions for validity of LV scores:
• Isolation:

• Impossible to attain → pseudo-isolation:
Cov(ξi , ζ i) = 0 ∀ i = 1, . . . ,m.

• Association
• Direction of Influence

3 / 10



Causality in Latent Variable Models
Causal relationships expressed in the form of deterministic,
structural relationships (Bollen, 1989; Pearl, 2009):

Yi = fi(ξi , ζ i) ∀ i = 1, . . . ,m. (1)

Randomness only because of unmodeled covariates ζ i .

Why is causality in latent variable models important?
Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)

Conditions for causality ⇒ conditions for validity of LV scores:
• Isolation:

• Impossible to attain → pseudo-isolation:
Cov(ξi , ζ i) = 0 ∀ i = 1, . . . ,m.

• Association

• Direction of Influence

3 / 10



Causality in Latent Variable Models
Causal relationships expressed in the form of deterministic,
structural relationships (Bollen, 1989; Pearl, 2009):

Yi = fi(ξi , ζ i) ∀ i = 1, . . . ,m. (1)

Randomness only because of unmodeled covariates ζ i .

Why is causality in latent variable models important?
Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)

Conditions for causality ⇒ conditions for validity of LV scores:
• Isolation:

• Impossible to attain → pseudo-isolation:
Cov(ξi , ζ i) = 0 ∀ i = 1, . . . ,m.

• Association
• Direction of Influence

3 / 10



Goal

How can we use latent variable
modeling together with

machine learning techniques
to detect subgroups in which
the assumed model is not
conditionally causal and

exclude them
to be able to estimate valid

latent variable scores?
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Conditional Inference Tree in SC Forest

• Reducing parameter heterogeneity by using fitted model
scores as outcome:

ψ(yj , θ) =
(
∂FML(yj , θ)

∂θ1
, . . . ,

∂FML(yj , θ)
∂θk

)
, ∀ j = 1, . . . , n. (2)

• Unbiased selection of covariate used for splitting Z ∗
r :

• permutation-based association test between covariates and
outcome → scale of outcome & covariate irrelevant for the
test result!

• Test H r
0 : D(ψ|Zr ) = D(ψ) for all covariates r = 1, . . . ,R, so

that global hypothesis test is
⋂R

r=1 H r
0

• If the global hypothesis not rejected → algorithm stops
splitting
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Survey Scale Forest
Train model:

1 Partition data set to reduce parameter heterogeneity (tree)
using double sampling (Athey & Imbens, 2016)

2 Repeat process with variation at every iteration (forest) using
random split selection (Breiman, 2001)

3 Exclude subgroups based on:
• model fit (→ randomness of errors)
• association between Y and ξ
• parameter stability with respect to covariates (Zeileis & Hornik, 2007)

4 Save decision rules and parameter estimates for remaining
models.

Predict scores:
1 Use subgroups from training to predict latent variable scores
2 Exclude subgroups based on test for confoundedness of

relations in model (Steyer & Nagel, n.d.)

3 Compile results across all iterations
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Survey Scale Forest in Practice

Survey
Data

Trained
Model

Valid Latent
Variable Scores

scforest.train scforest.predict

Residuals
correlated with ξ

Instable
parameters

Y not sufficiently
associated with ξ

Confounded
relations
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Survey Scale Forest in Practice

Survey
Data

Trained
Model

Valid Latent
Variable Scores

scforest.train scforest.predict

Residuals
correlated with ξ

Instable
parameters

Y not sufficiently
associated with ξ

Confounded
relations

no pseudo-isolation

no association
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Conclusion

Survey Scale Forest detects two conditions for non-causality,
• lack of pseudo-isolation (→ confoundedness of relations in
model),
• lack of association between Y and ξ,

and excludes all subgroups that fulfill these conditions. This way,
predicted latent variable scores fulfill criteria for validity
although construct may not generally be valid.
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Any questions?

• Contact: classe@ihf.bayern.de

• Want to try the method?:
R-package scforest on
github.com/chkern/scforest
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Validity
Validity is...

“...the degree to which evidence and theory support the
interpretations of test scores”. (APA, 2014)

Need for researchers to find evidence to support proposed
interpretation of item responses.

Four sources of evidence for construct validity (APA, 2014):

Appropriate
• test content,
• internal structure,
• response processes,
• relation to other variables.


−→ Causal Model

Validity is “the magnitude of the direct structural relation”
between latent variable and observed response. (Bollen, 1989)
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Decision Trees

• Non-parametric machine-learning method
• Recursively partitions covariate space over Z = {Z1, . . . ,ZR}
into set of terminal nodes (leaves)
• Reduce outcome heterogeneity
• Usually built on training data and used to predict outcome in
test data
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Simulation
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